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Although general multi-slice calculations remain too slow, web-browsers on many platforms now make possible
real-time single-slice (strong phase/amplitude object) simulation, with live image, diffraction, image power-
spectrum, and darkfield-image modes, including specimen rotation e.g. for atomic-resolution images with
specimens having several tens of thousands of atoms. Moreover, a wide range of qualitative phenomena
emerge that include diffraction-contrast effects associated with thickness, orientation changes, and defect
strain. Hence students with no math background can get a visceral feel for the way 2-D lattice-projections,
diffraction-patterns, image power-spectra, aperture size/position, and darkfield images relate to a specimen’s
structure & orientation, as well as microscope contrast-transfer, well before access to a real electron microscope
is available.
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I. INTRODUCTION

Artifacts from specimen-preparation aside, transmis-
sion electron-microscopy (TEM) involves the effective us-
age of electron-optics plus an understanding of beam-
specimen interactions as well as insight into the structure
of your particular specimen. Computer support for these
characterization tasks is also evolving rapidly. However
instrument-time for both operator-training and interface-
development is limited and quite expensive.

In this note we discuss the potential of strong
phase/amplitude-object simulations, with help from
JavaScript (JS) on modern (HyperText Markup Lan-
guage or HTML version 5) devices, to serve up an on-
line, mobile-friendly platform for TEM operator-training
and analytical TEM software-interface development. The
simulator that we make available has already been put to
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use with students in two NanoScience Practicals classes,
and makes available real-time digital-darkfield tools use-
ful with both deBroglie phase-contrast (e.g. high-
resolution TEM) and incoherent amplitude-contrast (e.g.
high-angle annular-darkfield scanning TEM or HAADF-
STEM) lattice-images.

A surprising range of contrast-mechanisms (like
thickness-fringes) manifest themselves (phenomenologi-
cally at least) without the need for slower multi-slice
calculations. Microscopy-community ideas for new “un-
knowns” to add, as well as new analytical-features for the
software interface, are invited in this context.

II. MATERIALS & METHODS

The first web-based real-time electron-image focus and
astigmatism simulator involved pre-calculated images be-
cause personal computers in the 1990’s were not yet able
to do image-sized digital Fourier transforms at real-time
speeds. However with today’s processors, the speed of
Javascript implemented in HTML5-canvas on a variety
of browser platforms (including mobile devices) allows al-
most real-time implementation of the Cooley-Tukey FFT
algorithm on e.g. 256 × 256 images. Our base simula-
tors are presently hosted in University of Missouri - Saint
Louis web-space, and they allow you to cycle through a
handful of “unknowns” without having to refocus.

It is easy to create alternate instances with different
specimens available. Versions of the application are un-
der development which will allow specimen translation,
procedural specimen-generation, and (eventually) field of
view zooming as well.

We anticipate that users will become attacthed to spe-
cific specimen-collections e.g. for training purposes, so
we plan to keep earlier collections available in a library
as others become available. The left-hand pane located
at https://sites.google.com/site/electrondetectives intro-
duces and links to current versions of this web-browser
application.
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FIG. 1. Electron phase contrast transfer function and wavefield image analysis: At left find maps of contrast-transfer versus
spatial-frequency without (left-half) and with (right-half) spherical aberration, as a function of imaging-system defocus in
the vertical direction. At right find images (left-half) and image power-spectra (right-half) showing contrast transfer zeros at
Gaussian and Scherzer defocus. In the thin-specimen limit, cyan bands (color on-line) in the panel at left show specimen-regions
of increased projected-potential as darker, while red bands show contrast as reversed.

III. STRONG-PHASE-OBJECT SIMULATION

Because individual quanta in a nano-Ampere beam of
100 [keV] electrons are about an inch apart in the direc-
tion of travel, and because they unlike photons avoid the
kind of shared-state coherence that we see in LASERS,
individual electrons are the source of coherence (or its
lack) in electron microscopy. However since electron-
wavelengths shrink in the neighborhood of atomic-nuclei,
each electron’s wavefront experiences both phase and am-
plitude modulation as it passes through and between
columns of atoms in a specimen.

Thus for electron phase-contrast imaging in a high-
resolution TEM, for example, quantum-mechanics pre-
dicts an exit-surface deBroglie phase-lag, which varies
with the projected-potential of atoms along the electron-
trajectory1–3. Fortunately, electron optics4 lets us con-
vert this phase lag into an “intensity” map of projected-
potential, at least across the transverse coherence-width
of an electron’s wave-packet. Unfortunately, multiple
scattering alters quantitative interpretation of this map
for specimens only a few light-atoms in thickness.

The good news, however, is that simulation of this
phase-lag analysis can be used to qualitatively illustrate
a wide range of electron contrast mechanisms. For in-
stance, diffraction-contrast thickness-fringes along with
the periodicity phase-inversions shown experimentally
in Fig. 2 are included at least phenomenologically.
Moreover, the same mathematics may be rather simply
modified to yield amplitude-contrast maps (e.g. from
incoherent-illumination darkfield-STEM) which are com-
parably robust.

IV. NANO-WORLDS ON-LINE

The phenomenological strengths of the strong-phase-
object approximation, combined with the speed of
fast-Fourier-transform (FFT) algorithms implemented in
JavaScript on modern processors, gives one an ability to
simulate online (in almost real-time, depending on pro-
cessor speed) the exploration of nanomaterials with high
energy electrons. By way of example, the 256×256 simu-
lator that we have online5 provides the user with 4 panels,
illustrated for example in the left half of Fig. 3.

A. Electron diffraction-pattern

We discuss the electron-diffraction pattern in the
top-right panel first because in this case it is found
“upstream” in the electron wave-field as (to first or-
der) the log-intensity power-spectrum of the specimen’s
projected-potential. This assumes that we have man-
aged to record it under parallel illumination conditions
directly in the back-focal plane of the objective lens,
without worry e.g. about lens aberrations. Micro-
scopists might, in this context, think of it as a parallel-
illumination selected-area diffraction-pattern of the re-
gion of the specimen in the field of view.

The electron diffraction-pattern (and to some extent
the image power-spectrum below it) may be seen as a
map of electron intensity as a function of scattering angle,
as well as a map of specimen-region projected spatial-
frequencies (increasing outward from the “DC-peak” or
“unscattered-beam” at center). Although these panels
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FIG. 2. Cross-section TEM image of poly-Si/Si (left), with a 111-fringe digital-darkfield amplitude-image (right) showing
phase-inversion zeros twice per thickness-fringe, which also show up in strong-phase-object simulations.

do not contain “Fourier-phase information” which locates
periodicities within the image, a great deal of information
about possible candidate crystal structures in 2D (and
after tilting in 3D6–17) is available from these patterns.

An added advantage of high-energy electron
diffraction-patterns is that the small size of the
electron wavelength means that experimental patterns
represent planar (i.e. flat Ewald-sphere) slices through
the scattering reciprocal-lattice of the specimen region.
Real-time tilting therefore should let operators imagine
that they are “lighting up” a planar-slice through a
three-dimensional structure whose inverse transform is
the specimen itself.

B. Electron-optical image

The centerpiece of the simulator (from which later pan-
els are obtained) is the electron-optical image in the top-
left panel, which is of course recorded “downstream” of
the microscope’s imaging lenses. This is affected by the
microscope’s damping envelope and spherical aberration
coefficient (presently fixed), as well as by lens focus-
settings which are adjustable with buttons above the top
row of panels. When the page is loaded, the focus set-
ting of the system is randomized (in the same way for all
“unknowns”), so that a (one-time) exercise in correcting
astigmatism and optimizing focus may be needed.

All panels of course are affected by specimen orien-
tation, which along with unknown choice and darkfield
aperture size are selected with buttons below the top row
of panels. In the “non-translating” version of our applica-
tion, the tilts are patterned after a double-tilt goniometer
which (unlike the real case) has unlimited tilt range and
perfect eucentricity over both axes.

C. Image power-spectrum

The panel at bottom-right is next, as it is simply a (log-
intensity) power-spectrum of the electron-optical image
at top-left. It should be similar to the diffraction pattern
above, except for the loss of high spatial-frequency in-
formation near the edges due to microscope instabilities,
and the loss of selected bands of information elsewhere in
the pattern due to spherical-aberration zeros in the mi-
croscope’s contrast-transfer function. These are actually
quite useful for focus and astigmatism correction, as well
as for understanding lens effects on the images.

This panel also contains the digital-darkfield aperture,
which much like a physical aperture in the back-focal
plane of the diffraction pattern, allows the operator to
form a “digital-darkfield” image18–24 of selected spatial
frequencies. The aperture location is adjusted by clicking
on the image power-spectrum, while its size is adjusted
in the button row above.

D. Digital darkfield image

The panel at bottom-left shows the digital-darkfield
image selected by the aperture in the power-spectrum
to its right. The difference between a digital-darkfield
and an optical-darkfield image is that, although lim-
ited by contrast-transfer in the recorded image, the
digital-darkfield image is complex-valued and contains
Fourier-phase information in 2D which is not available
in diffraction-patterns or image power spectra per se.

Hence this image is rendered in logarithmic complex-
color. Gradients in the Fourier-phase (represented in
the image by the pixel’s “hue”) provide information on
periodicity strains25–28, although at this point we are
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FIG. 3. Brightfield high-resolution TEM (phase) and darkfield scanning-TEM (amplitude) screenshots of an “unknown”
specimen in an online simulator, with the same defocus, orientation, and darkfield-aperture.

not yet providing calculated vector strain-maps as well.
Users of course will have the opportunity to interpret
the strain-information from color variations across the
digital-darkfield image itself, although this may take a
bit of practice.

V. SAMPLE EXERCISES

In this section we mention some exercises (with
the browser application mentioned above) for begin-
ning students29,30 in two earlier NanoScience Practi-
cals course implementations (with a third scheduled for
Spring 2016). Observation exercises can be designed for
students with only a general studies background, as well
as for students already working on advanced character-
ization challenges. Prehaps the most remarkable result
is the intuition that students develop about uses for a
reciprocal-space (i.e. diffraction) aperture, before they
get any field experience at all with a real microscope.

Correcting focus and astigmatism both with
and without help from the image power spectrum:
Initial practice without “counting adjustment-steps” in
each case is recommended, just to see what is involved.
It might then be interesting to report (on average) how
many steps it takes for you (the student) to arrive at a

value satisfactory to you. In the “without help” case,
an “exit-readout” also lists the defocus and astigmatism
which which you end up. Averages for these might also
be worth reporting.

Field width & magnification: Measure the width
of the image panels on your device screen or printout
to determine the magnification of the direct-space (left-
side) images (of field-width ' 11.3[nm]) as precisely as
possible. Magnification may in turn be used to determine
object sizes from the fact that X million (or Y thousand)
times magnification means that a nanometer (or micron)
on the object corresponds to X (or Y) millimeters in the
image.

Size and shape analysis: Acquire data on the max-
imum and minimum projected widths (in Å) of the un-
known specimen in a single image and/or in three perpen-
dicular directions, and from this estimate the specimen’s
aspect-ratio, shape-category (i.e. equant, prolate, oblate

or bladed), and average projected-area (in Å
2
) as well

as (if possible) the unknown specimen’s surface-area (in
cm2) and volume (in cm3),

Crystallinity: Take data on one or more
characteristic-periodicities (in Å) internal to the
unknown specimen, and from this make a case for the
number of single-crystal regions in the specimen (like
that shown in Fig. 4) and hence on whether the speci-
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FIG. 4. Electron phase-contrast image of a 20-crystal icosa-
hedral twin, seen down one of its 12 5-fold directions.

men is non-crystalline, poly-crystalline, bi-crystalline, or
single-crystalline,

Candidate eliminations: If possible take “zone-
axis-pattern” data from a single specimen-orientation on
two lattice-spacings (e.g. in Å) associated with a single-
crystal region of the unknown specimen, and on the angle
(e.g. in degrees) between those periodicities. Diffraction
is very powerful at saying NO. In other words periodic-
ities not present in a particular crystal-structure, which
e.g. “light up” our unknown crystal in a darkfield im-
age, can rather strongly eliminate crystal-structure can-
didates (like those mentioned in the proposed specimen
list above) from consideration. This webpage31 may
help check your “two-spacing one-angle” measurements
against some common candidates. Which structures can
your observations rule out?

Crystal-lattice identification (e.g. 2D-spots):
Given “zone-axis pattern” data (e.g. two lattice-spacings
and the angle between them) from one single-crystal re-
gion of an unknown specimen, find a candidate crystal-
structure that might be used to Miller-index the peri-
odicities in the pattern. From this also calculate a pos-
sible lattice-direction 〈uvw〉 in that candidate-structure
for the beam orientation itself,

More advanced techniques (e.g. 3D-spots,
thickness, strain): For instance, take data on three
(or more) non-coplanar lattice-spacings (in Å) in one
(or all) single-crystal-region(s) of the unknown specimen,

FIG. 5. Simulated HAADF image of a hemoglobin molecule
in an on-line simulator, with a likely alpha-helix (circle at top)
viewed end on in the absence of the vacuum re-arrangement,
beam damage, and the need for a “support” that would be
encountered experimentally.

and on the angles (in degrees) between the correspond-
ing lattice-spacing g-vectors. From this data, determine
lattice-parameters (a, b, c, α, β & γ) for the whole (or
part) of the reciprocal-lattice of one (or all) of those
single-crystal-regions, as well as the oriented-basis-triplet
which defines that region’s orientation with respect to the
specimen-stage.

VI. DISCUSSION

As discussed above, single-slice strong-phase-object
electron diffraction and image simulations in nearly real-
time are now available online through many devices that
support a web browser. Students can already get some
visceral experience with electron-diffraction and electron-
imaging as it is used today, to provide insight into a wide
range of condensed-matter challenges in the physical and
life sciences. In the latter context Fig. 5 shows what
the alpha-helix in a hemoglobin molecule might look like
edge-on, if we can find a way to either average over or
lessen the effects of vacuum and ionization damage in
real electron microscopes.

A wide range of other interesting “nano-specimens”
remain yet to be assembled. Suggestions for specimens
that might help in your facility are invited in that con-
text. In addition to specimen-tilting, future incarna-
tions of these online simulators will allow for other imag-
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ing and analysis modes, specimen translation, and even
zooming from nanometer to millimeter field-widths on
procedurally-generated specimens.

Today’s microscopists and facility-managers, as well as
their students, can help with these developments. These
in turn will help with development of improved-interfaces
to current and future instruments, with e.g. real-time
digital-darkfield and lattice Fourier phase-gradient anal-
ysis, as well as analysis of periodicities seen in diffraction
patterns and images taken at more than one tilt.
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